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Abstract: The way of interaction between human and robot has been developing using various technologies. Controlling the robotic vehicle using gestures is a predominant way of enhancing the interaction. In this interactive technique the user need not have any physical contact with the device. It helps to bridge the technological gap in the interactive system. In this project the robotic vehicle is directed by identifying the real time gesture commands from the user which is implemented using image processing algorithms and embedded techniques.
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I. INTRODUCTION

Human gesture enhances human-robot interaction by making it independent from input devices. Using gestures provides a more natural way of controlling and provides a rich and intuitive form of interaction with the robot. The main purpose of gesture recognition research is to identify a particular human gesture and convey information to the user pertaining to individual gesture [1]. From the corpus of gestures, specific gesture of interest can be identified and on the basis of that, specific command for execution of action can be given to robotic system.

A prominent benefit is that it presents a natural way to send information to the robot such as forward, backward, left and right movements etc. In order to ease a feasible solution for user friendly interface, user can give commands to a wireless robot using hand gestures. The early device was mainly for navigation and controlling robot without any natural medium [2]. This paper deals with interface of robots through gesture controlled technique but far away from the user. This can be achieved through image processing technique [3].

Hand Gesture Recognition technology is implemented using ‘Data Gloves’ which in turn leads to additional cost and lack of availability among majority of masses [4]. Webcam is an easily available device and today every laptop has an integrated webcam along with it. In this project, hand gesture recognizer which is capable of detecting a moving hand with its gesture in webcam frames is implemented. In future, it may be considered that willing to be more natural and more comforted [5]. Command is generated at the control station and sent to the robot through zigbee within the zigbee range. The robot moves in the specified direction according to the specified command.

The paper is organized as follows. In Section II, the functional flow of the system like acquiring video input, gesture recognition, transmission of command signals using zigbee, controlling the robotic vehicle using arduino is explained. In Section III, each gesture movement and its corresponding gray scale image, subtracted image, binary image and centroid plot is implemented. Conclusion is drawn in Section IV.

II. FUNCTIONAL FLOWCHART

Inbuilt webcam of the system is used to capture the real time video of gestures. Color markers are used to interpret the gesture movements. Figure.1 shows the basic flow of the system. To transmit the gesture commands wirelessly zigbee series2 module is used [6]. Zigbee coordinator is connected to the serial port of the system through USB Explorer board. Zigbee router is mounted on the voltage regulator to regulate the voltage to 3.3V. In order to control the robotic vehicle arduino board is used.

![Figure1. Basic flow of the system.](image)

A. Video From Webcam

The user wears colored tapes to provide input gestures to the system. The inbuilt webcam of the computer is used as a sensor to detect the hand movements of the user [7]. It captures the real time video at a fixed frame rate and resolution which is determined by the hardware of the camera [8].
B. Color Detection

Color plays an important role in image processing. Each image is composed of an array of M*N pixels with M rows and N columns of pixels [9]. Each pixel contains a certain value for red, green, and blue. Based on the threshold values RGB colors can be differentiated [10]. In color detection process the required color can be detected from an image.

C. Gesture Recognition

Gesture recognition can be seen as a way for computers to begin to understand human body language, thus building a richer bridge between machines and humans than primitive text user interfaces or even GUIs (Graphical User Interface) [11]. Gesture recognition enables humans to interface with the robot and interact naturally without any mechanical devices [12]. In gesture recognition based on the color detected and its position it is interpreted into gestures [13]. Based on the corresponding gesture, robotic movement is done.

D. Arduino And Zigbee

In order to control the robotic vehicle according to the input gestures given by the user arduino uno board is used [14]. Serial communication between arduino and matlab is established wirelessly through zigbee [15].

III. IMPLEMENTATION

A. Acquiring Image

The real time video is given by the user. The video is sliced into images at a particular frame rate [16]. In order to obtain the intensity information, the acquired image is converted into grayscale image.

B. RGB to Grayscale Conversion

RGB image is converted into grayscale image. It converts the true color image RGB to the grayscale image. A grayscale digital image is an image in which the value of each pixel is a single sample, that is, it carries only intensity information. As compared to a colored image, computational complexity is reduced in a gray scale image. All the necessary operations were performed after converting the image into gray scale.

C. Extraction of Red Color

From the RGB image the required colour (red) is extracted by subtracting the image. The red, green and blue color object is detected by subtracting the RGB suppressed channel from the grayscale image. This creates an image which contains the detected object as a patch of gray surrounded by black space. The conversion to binary is required to find the properties of a monochromatic image.

D. Gray to Binary Scale Conversion

The gray region of the image obtained after subtraction needs to be converted to a binary image for finding the region of the detected object. A grayscale image consists of a matrix containing the values of each pixel. Image thresholding is a simple, yet effective, way of partitioning an image into a foreground and background. Thus the resultant image obtained is a monochromatic image consisting of only black and white colors. The conversion to binary is required to find the properties of a monochromatic image.

E. Finding Centroid of an Object

For the user to control the mouse pointer it is necessary to determine a point whose coordinates can be sent to the cursor. With these coordinates, the system can perform robotic movements. The centroid is calculated for the detected region. The output of function is a matrix consisting of the X (horizontal) and Y (vertical) coordinates of the centroid.

F. Serial Communication between MATLAB and Arduino

The number of centroids is transmitted to zigbee coordinator via COM port of the system. zigbee router present in the wireless network receives data from coordinator and it transmits to the arduino.

G. Controlling Robotic Vehicle

The arduino transmits command to robotic vehicle. Based on the commands appropriate movements like forward, reverse, turning left and right are performed.

IV. SIMULATION RESULTS

This system is developed in the software MATLAB R2015a under Windows 8.1 operating platform. In the above software the toolboxes used are Image Acquisition Toolbox, Image Processing Toolbox, and Instrument Control Toolbox. XCTU software is used for configuring zigbee as zigbee coordinator and zigbee router. In order to control the robotic vehicle arduino uno is used.

The real time gesture is acquired through webcam of the system.Figure.2 shows different real time gesture inputs and its corresponding gray scale image, subtracted image, binary image, centroid plot.

According to the number of centroids, different robotic movements are performed. If the number of centroid is one, the vehicle moves leftward. If the number of centroid is two, it moves forward. If the number of centroid is three, it moves rightward. If the number of centroid is four, the vehicle moves backward. Figure.3 shows the robotic movement based on the input gesture.
Figure 2. Different real time gesture inputs and its corresponding gray scale image, subtracted image, binary image, centroid plot.
The gesture controlled robot system gives an alternative way of controlling robots. It makes the user to control smart environment by hand gesture interface. This gesture recognition technique demonstrates the use of MATLAB image processing tools to detect and count the number of centroids of gestural image. Since this technique makes use of gesture as input transmitted through zigbee, it improves the operating range of robot. It eliminates the use of external hardware supports like remote control in navigation of robot in different direction and reduces the human efforts in risky environments.
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