
International Journal of Modern Electronics and Communication Engineering (IJMECE)        ISSN: 2321-2152 
Volume No.-6, Issue No.-6, November, 2018 

 

RES Publication © 2012                                                                                                                                                                               Page| 31  
www.ijmece.org  

Modelling Physicochemical Properties for Protein Tertiary 

Structure Prediction: Performance Analysis of Regression 

Models 
 

R.S. Kamath   
Department of Computer Studies 

Chhatrapati Shahu Institute of Business Education and 

Research 

Kolhapur, India 

E-mail: rskamath@siberindia.edu.in 

R.K. Kamat  
Department of Electronics 

Shivaji University 

Kolhapur, India 

E-mail: rkk_eln@unishivaji.ac.in

 

Abstract: This paper explores performance analysis of various regression models for the prediction of protein tertiary structure by modelling 

physiochemical properties. The protein structure dataset for the study is retrieved from UCI Machine Learning repository. The research exhibits 

performance evaluation of various regression models and compares the prediction accuracy using R-squared value. The models include Decision 

Tree, Random Forest (RF), Neural Network and Linear Regression. The reported investigation depicts Random Forest model outperforms the 

rest of the models in prediction of protein tertiary structure. The measures of variable importance using RF algorithm reveals that 

physicochemical property F4 is stands at the top whereas F1 is least important. 
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I. INTRODUCTION 

Proteins are essential organic polymers shaped from building 

blocks called amino acids [2]. The three-dimensional structure 

and biological action of proteins rely upon the physicochemical 

properties of amino acids. The translation of protein sequences 

into tertiary forms is required to carry out various biological 

functions. The anticipation of high resolution protein structure 

is one of the great challenges in computational biology. Many 

research teams have carried out different models for the 

classification or prediction of protein structures. 

Mishra et al have reported machine learning models for the 

classification of protein structures using physical and chemical 

properties [3]. The study concluded that random forest model is 

apt for the classification of protein structures. Gromiha has 

presented a simple linear regression model for the anticipation 

of protein folding rates using amino acid sequences [4]. This 

study has shown a good correlation between experimental and 

predicted values. Yet another paper by Pathak et al, explored 

machine learning models for the prediction of protein structures 

[5]. The result concluded that random forest outperforms the 

other model in structure prediction. The experiment conducted 

by Jani et al reported that Support Vector Machine with 

Principal Component Analysis feature extraction is performing 

better for the classification of protein tertiary structure [6]. 

Mishra and Ahiwar have reported the comparative study of 

supervised learning models for the prediction of protein 

structure [7]. Yet another research by Iraji and Ameri, proposed 

a soft computing model to reduce the predicted Root-mean-

square-deviation error for protein tertiary structure [8].  Kamath 

and Kamat have depicted a decision tree model for protein 

expression levels for Down syndrome [9].  The experiment is 

simulated in R data mining environment.  

 In the backdrop of the research rendered here, this paper 

explores performance analysis of regression models for the 

prediction of protein tertiary structure. The dataset for the 

present study is taken from UCI repository [1]. The 

physicochemical properties of protein structure are analyzed 

using different prediction algorithms. Root Mean Square 

Deviation (RMSD) is an indicator of these algorithms. The 

performance accuracy reveals that Random Forest model is 

appropriate for predicting protein tertiary structure.  

The rest of the paper is arranged as follows; brief 

introduction follows materials and methods in section two. The 

third section outlines computation details with results and 

discussion of machine learning techniques for protein tertiary 

structure prediction. The conclusion at the end explains the 

appropriateness of Random Forest model for modelling 

physiochemical properties of protein.  

II. MATERIALS AND METHODS 

The dataset comprises physicochemical properties of Protein 

Tertiary Structure is taken from CASP 5-9 [1]. The dataset 

contains 45730 instances based on nine features. These 

attributes are Total surface area, Non polar exposed area, 

Fractional area of exposed non polar residue, Fractional area of 

exposed non polar part of residue, Molecular mass weighted 

exposed area, Average deviation from standard exposed area of 

residue, Euclidian distance,  Secondary structure penalty, 

Spacial Distribution constraints. RMSD is a response variable 

denotes root mean square deviation of protein tertiary structure. 

Exploratory analysis of the dataset is shown in figure 1.  
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Figure 1. Exploratory data analysis of protein tertiary structure dataset 

The present study is carried out in Rattle, R data mining 

environment [10]. Dataset is partitioned randomly into training, 

testing and validation with division 70%, 15 % and 15% 

respectively. Following prediction algorithms are employed 

and the performance of the same is compared. 

1. Decision Tree 

2. Random Forest (RF) 

3. Neural Network  

4. Linear Regression 

III. COMPUTATION DETAILS, RESULTS 

AND DISCUSSION 

 

Figure 2 gives textual summary of regression tree derived in 

the present investigation. The package „rpart‟ is used for the 

construction of this tree. It uses recursive partitioning [12]. 

That  the  root  node  of  decision  tree  tests  „F3‟  value  <= 

0.33 continues down to the left side of the tree, otherwise right 

side of the tree. The next test down this right and left sides of 

the tree are F6 and F4 respectively. Thus, it proceeds and will 

be able retrieve RMSD value for selected instance. Thus 

derived regression tree is shown in figure 3. 

 

 
Figure 2. Summary of regression tree using “rpart” 

 
Figure 3. Regression tree for protein tertiary structure 

 

Since the target variable of dataset is numeric and 

continuous, linear regression algorithm is applied for the design 

of regression model. The “lm()” function is used to create the 

model accepts formula and data. Figure 4 explains the 

summary of the linear regression model designed for protein 

tertiary structure. This output gives intercept 6.1589 and 

coefficients for F1 to F9. The regression equation can be 

derived as: 

 

RMSD = 6.1589 + 0.0016*F1 + 0.0013*F2 + 18.5*F3 – 

0.1106*F4 – 0.0235*F6 – 0.0001*F7 + 0.0149*F8 – 

0.1147*F9 

 

Different graphs plot using function plot() is shown in figure 

5. The Residuals vs Fitted plot shows that linear regression 

model is not appropriate as regression model for protein tertiary 

structure dataset.    
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Figure 4. Summary of linear regression model 

 

  

Figure 6 summarizes the neural network architecture for 

physicochemical properties of protein tertiary structure. The 

network consists of nine inputs, one hidden layer with four 

hidden nodes and single output i.e. RMSD. The neural net, 

nonlinear regression model is designed by connecting neurons 

to each other, feeding the numeric data through the network, 

combining the numbers and adjusting weight to produce a final 

answer [13]. 

 

 

 

 

 

 

 
Figure 5. Linear regression model plots 

 

. The package „randomforest‟ is used for design and analysis 

of RF model structure [11]. The model is tuned with two 

parameters ntree and mtry to get optimized structure. The 

summary of the model is given in figure 7. The RF model is 

built by using 200 decision trees and three variables are tried at 

each split. The mean squared residuals is 12.8435 reveals RF 

model is apt for regression process. Figure 8 shows measures of 

variable importance using RF algorithm. It depicts that 

physicochemical property F4 is stands at the top whereas F1 is 

least important. 
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Figure 6. Neural network model for protein tertiary structure 

 

 
Figure 7. Summary of RF regression model 

 

 

 
Figure 8. Variable importance measure  

 

Performance of the models is evaluated with reference 

Predicted Versus Observed plot for test dataset. It plots 

predicted values against observed values as shown in figure 9. 

The plot also gives R-squared value. A better model is one with 

value of R-squared closer to 1. Table 1 briefs R-Squared value 

for different prediction algorithms applied on protein tertiary 

structure dataset. Performance accuracy reveals Random Forest 

model is appropriate as regression model for Physicochemical 

Properties of Protein Tertiary Structure as compared to others. 
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Figure 9. Predicted Versus Observed plot of regression models on test dataset 

 

 
Table 1. Performance accuracy of regression models 

Regression Model R-Squared 

Decision Tree 0.2224 

Random Forest 0.6645 

Linear Model 0.2803 

Neural Network 0.2803 

 

IV. CONCLUSION 

This paper exhibits performance evaluation of various 

regression algorithms for the prediction of protein tertiary 

structure by modelling physicochemical properties. The 

physical and chemical properties of protein determine quality 

of protein structures. Performance accuracy reveals Random 

Forest model predicts RMSD value with less error on test data 

as compared to other models. The dataset for the present study 

is retrieved from UCI machine learning repository. The result 

reveals that the Random Forest model outperforms the rest of 

the model in prediction of protein tertiary structure. The 

measures of variable importance using RF algorithm reveals 

that physicochemical property F4 is stands at the top whereas 

F1 is least important. 
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